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Abstract. We present a model for mining user queries found within the
access logs of a website and for relating this information to the website’s
overall usage, structure and content. The aim of this model is to dis-
cover, in a simple way, valuable information to improve the quality of
the website, allowing the website to become more intuitive and adequate
for the needs of its users. This model presents a methodology of analysis
and classification of the different types of queries registered in the usage
logs of a website, such as queries submitted by users to the site’s internal
search engine and queries on global search engines that lead to docu-
ments in the website. These queries provide useful information about
topics that interest users visiting the website and the navigation pat-
terns associated to these queries indicate whether or not the documents
in the site satisfied the user’s needs at that moment.

1 Introduction

The Web has been characterized by its rapid growth, massive usage and its
ability to facilitate business transactions. This has created an increasing interest
for improving and optimizing websites to fit better the needs of its visitors. It is
more important than ever for a website to be found easily in the Web and for
visitors to reach effortlessly the contents they are looking for. Failing to meet
these goals can result in the loss of many potential clients.

Web servers register important data about the usage of a website. This in-
formation generally includes visitors navigational behavior, the queries made to
the website’s internal search engine (if one is available) and also the queries on
external search engines that resulted in requests of documents from the website,
queries that account for a large portion of the visits of most sites on the Web.
All of this information is provided by visitors implicitly and can hold the key
to significantly optimize and enhance a website, thus improving the “quality”
of that site, understood as “the conformance of the website’s structure to the
intuition of each group of visitors accessing the site” [1].

Most of the queries related to a website represent actual information needs
of the users that visit the site. However, user queries in Web mining have been
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studied mainly with the purpose of enhancing website search, and not with
the intention of discovering new data to increase the quality of the website’s
contents and structure. For this reason in this paper we present a novel model
that mines queries found in the usage logs of a website, classifying them into
different categories based in navigational information. These categories differ
according to their importance for discovering new and interesting information
about ways to improve the site. Our model also generates a visualization of the
site’s content distribution in relation to the link organization between documents,
as well as the URLs selected due to queries. This model was mostly designed for
websites that register traffic from internal and/or external search engines, even
if this is not the main mechanism of navigation in the site. The output of the
model consist of several reports from which improvements can be made to the
website.

The main contributions of our model for improving a website are: to mine
user queries within a website’s usage logs, obtain new interesting contents to
broaden the current coverage of certain topics in the site, suggest changes or
additions to words in the hyperlink descriptions, and in a smaller scale suggest
to add new links between related documents and revise links between unrelated
documents in a site.

We have implemented this model and applied it on different types of websites,
ranging from small to large, and in all cases the model helps to point out ways
to improve the site, even if this site does not have an internal search engine. We
have found our model specially useful on large sites, in which the contents have
become hard to manage for the site’s administrator.

This paper is organized as follows. Section 2 presents related work and section
3 our model. Section 4 gives an overview of our evaluation and results. The last
section presents our conclusions and future work.

2 Related Work

Web mining [2] is the process of discovering patterns and relations in Web data.
Web mining generally has been divided into three main areas: content min-
ing, structure mining and usage mining. Each one of these areas are associated
mostly, but not exclusively, to these three predominant types of data found in a
website:

Content: The real data that the website was designed to give to its users. In
general this data consists mainly of text and images.

Structure: This data describes the organization of the content within the web-
site. This includes the organization inside a Web page, internal and external
links and the site hierarchy.

Usage: This data describes the use of the website, reflected in the Web server’s
access logs, as well as in logs for specific applications.

Web usage mining has generated a great amount of commercial interest [3, 4].
The analysis of Web server logs has proven to be valuable in discovering many
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issues, such as: if a document has never been visited it may have no reason to
exist, or on the contrary, if a very popular document cannot be found from the
top levels of a website, this might suggest a need for reorganization of its link
structure.

There is an extensive list of previous work using Web mining for improving
websites, most of which focuses on supporting adaptive websites [5] and auto-
matic personalization based on Web Mining [6]. Amongst other things, using
analysis of frequent navigational patterns and association rules, based on the
pages visited by users, to find interesting rules and patterns in a website [1, 7–
10]. Other research targets mainly modeling of user sessions, profiles and cluster
analysis [11–15].

Queries submitted to search engines are a valuable tool for improving websites
and search engines. Most of the work in this area has been directed at using
queries to enhance website search [16] and to make more effective global Web
search engines [17–20]. Queries can also be studied to improve the quality of a
website. Previous work on this subject include [21] which proposed a method
for analyzing similar queries on Web search engines, the idea is to find new
queries that are similar to ones that directed traffic to a website and later use
this information to improve the website. Another kind of analysis, is presented
in [22] and consists of studying queries submitted to a site’s internal search
engine, and indicates that valuable information can be discovered by analyzing
the behavior of users in the website after submitting a query. This is the starting
point of our work.

3 Model Description

In this section we will present the description of our model for mining website
usage, content and structure, centered on queries. This model performs differ-
ent mining tasks, using as input the website’s access logs, its structure and the
content of its pages. These tasks also includes data cleaning, session identifi-
cation, merging logs from several applications and removal of robots amongst
other things which we will not discuss in depth at this moment, for more details
please refer to [23–25]. The following concepts are important to define before
presenting our model:

Session: A session is a sequence of document accesses registered for one user
in the website’s usage logs within a maximum time interval between each
request. This interval is set by default to 30 minutes, but can be changed
to any other value considered appropriate for a website [23]. Each user is
identified uniquely by the IP and User-Agent.

Queries: A query consists of a set of one or more keywords that are submitted
to a search engine and represents an information need of the user generating
that query.

Information Scent: IS [26] indicates how well a word, or a set of words, de-
scribe a certain concept in relation to other words with the same semantics.



4

For example, polysemic words (words with more than one meaning) have
less IS due to their ambiguity.

In our model the structure of the website is obtained from the links between
documents and the content is the text extracted from each document. The aim
of this model is to generate information that will allow to improve the structure
and contents of a website, and also to evaluate the interconnections amongst
documents with similar content.

For each query that is submitted to a search engine, a page with results is
generated. This page has links to documents that the search engine considers
appropriate for the query. By reviewing the brief abstract of each document
displayed (which allows the user to decide roughly if a document is a good
match for his or her query) the user can choose to visit zero or more documents
from the results page. Our model analyzes two different types of queries, that
can be found in a website’s access registries. These queries are:

External queries: These are queries submitted on Web search engines, from
which users selected and visited documents in a particular website. They can
be discovered from the log’s referer field.

Internal queries: These are queries submitted to a website’s internal search
box. Additionally, external queries that are specified by users for a partic-
ular site, will be considered as internal queries for that site. For example,
Google.com queries that include site:example.com are internal queries for
the website example.com. In this case we can have queries without clicked
results.

Figure 1 (left) shows the description of the model, which gathers informa-
tion about internal and external queries, navigational patterns and links in the
website to discover IS that can be used to improve the site’s contents. Also the
link and content data from the website is analyzed using clustering of similar
documents and connected components. These procedures will be explained in
more detail in the following subsections.

3.1 Navigational Model

By analyzing the navigational behaviors of users within a website, during a
period of time, the model can classify documents into different types, such as:
documents reached without a search, documents reached from internal queries
and documents reached from external queries. We define these types of documents
as follows:

Documents reached Without a Search (DWS): These are documents that,
throughout the course of a session, were reached by browsing and without
the interference of a search (in a search engine internal or external to the
website). In other words, documents reached from the results page of a search
engine and documents attained from those results, are not considered in this
category. Any document reached from documents visited previously to the
use of a search engine will be considered in this category.



5

Documents reached from Internal Queries (DQi): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an internal query.

Documents reached from External Queries (DQe): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an external query.

For future references we will drop the subscript for DQi and DQe and will refer
to these documents as DQ.

It is important to observe that DWS and DQ are not disjoint sets of docu-
ments, because in one session a document can be reached using a search engine
(therefore belonging to DQ) and in a different session it can also be reached
without using a search engine. The important issue then, is to register how many
times each of these different events occur for each document. We will consider
the frequency of each event directly proportional to that event’s significance for
improving a website. The classification of documents into these three categories
will be essential in our model for discovering useful information from queries in
a website.

Add URL
to DWS (URL = query) or

(REFERER not in DWS) or
(REFERER = query)

New session:
(REFERER = URL from another website) or
(REFERER = EMPTY) or
(REFERER in DWS)

Don’t add
URL to DWS

Same
as (1)

(REFERER = URL from another website) or
(REFERER = EMPTY) or
(REFERER in DWS)

New session:
(URL = query) or
(REFERER not in DWS) or
(REFERER = query)

Same
as (2)

(1)

(2)

Navigation

WebsiteExternal
queries

Internal
queries

Content Links

Content

Links

+

Information
scent

Clustering and
connected

components

Fig. 1. Model description (left) and heuristic for DWS (right).

Heuristic to Classify Documents Documents belonging to DQ sets can be
discovered directly by analyzing the referer URL in an HTTP request to see
if it is equal to the results page of a search engine (internal or external). In
these cases only the first occurrence of each requested document in a session is
classified. On the other hand, documents in DWS are more difficult to classify,
due to the fact that backward and forward navigation in the browser’s cached
history of previously visited documents is not registered in web servers usage
logs. To deal with this issue we created the heuristic shown in figure 1, which is
supported by our empirical results. Figure 1 (right) shows a state diagram that
starts a new classification at the beginning of each session and then processes
sequentially each request from the session made to the website’s server. At the
beginning of the classification the set DWS is initialized to the value of the
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website’s start page (or pages) and any document requested from a document
in the DWS set, from another website or from an empty referer (the case of
bookmarked documents) are added to the DWS set.

3.2 Query Classification

We define different types of queries according to the outcome observed in the
user’s navigational behavior within the website. In other words, we classify
queries according to: if the user choose or not to visit the generated results and
if the query had results in the website. Our classification can be divided into two
main groups: successful queries and unsuccessful queries. Successful queries can
be found both in internal and external queries, but unsuccessful queries can only
be found for internal queries since all external queries in the website’s usage logs
were successful for that site.

Successful Queries If a query submitted during a session had visited results in
that same session, we will consider it as a successful query. There are two types
of successful queries, which we will call A and B. We define formally classes A
and B queries as follows (see figure 2):

Class A queries: Queries for which the session visited one or more results in
AD, where AD contains documents found in the DWS set. In other words,
the documents in AD have also been reached, in at least one other session,
browsing without using a search engine.

Class B queries: Queries for which the session visited one or more results in
BD, where BD contains documents that are only classified as DQ and not
in DWS. In other words documents in BD have only been reached using a
search in all of the analyzed session.

The purpose of defining these two classes of queries, is that A and B queries
contain keywords that can help describe the documents that were reached as a
result of these queries. In the case of A queries, these keywords can be used in
the text that describes links to documents in AD, contributing additional IS for
the existing link descriptions to these documents. The case of B queries is even
more interesting, because the words used for B queries describe documents in
BD better than the current words used in link descriptions to these documents,
contributing with new IS for BD documents. Also, the most frequent documents
in BD should be considered by the site’s administrator as good suggestions of
documents that should be reachable from the top levels in the website (this is
also true in minor extent for AD documents). That is, we suggest hotlinks based
on queries and not on navigation, as is usual. It is important to consider that
the same query can co-occur in class A and class B (what cannot co-occur is
the same document in AD and BD!), so the relevance associated to each type
of query is proportional to its frequency in each one of the classes in relation to
the frequency of the document in AD or BD.
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Unsuccessful Queries If a query submitted to the internal search engine did
not have visited results in the session that generated it, we will consider it as an
unsuccessful query. There are two main causes for this behavior:

1. The search engine displayed zero documents in the results page, because
there were no appropriate documents for the query in the website.

2. The search engine displayed one or more results, but none of them seemed
appropriate from the user’s point of view. This can happen when there is
poor content or with queries that have polysemic words.

There are four types of unsuccessful queries, which we will call C, C’, D and
E. We define formally these classes of queries as follows (see figure 2):

Class C queries: Queries for which the internal search engine displayed re-
sults, but the user choose not no visit them, probably because there were
no appropriate documents for the user’s needs at that moment. This can
happen for queries that have ambiguous meanings and for which the site
has documents that reflect the words used in the query, but not the concept
that the user was looking for. Class C queries represent concepts that should
be developed in the contents of the website with the meaning that users
intended, focused on the keywords of the query.

Class C’ queries: Queries for which the internal search engine did not display
results. This type of query requires a manual classification by the webmaster
of the site. If this classification establishes that the concept represented by
the query exists in the website, but described with different words, then this
is a class C’ query. These queries represent words that should be used in
the text that describes links and documents that share the same meaning as
these queries.

Class D queries: As in class C’ queries, the internal search engine did not
display results and manual classification is required. However, if in this case,
the classification establishes that the concept represented by the query does
not exist in the website, but we believe that it should appear in the website,
then the query is classified as class D. Class D queries represent concepts
that should be included in documents in the website, because they represent
new topics that are of interest to users of the website.

Class E queries: Queries that are not interesting for the website, as there are
no results, but it’s not a class C’ or class D query, and should be omitted in
the classification4.

Each query class is useful in a different way for improving the website’s
content and structure. The importance of each query will be considered propor-
tional to that query’s frequency in the usage logs, and each type of query is only
counted once for every session. Table 1 shows a review of the different classes of
queries.

4 this includes typographical errors in queries, which could be used for a hub page
with the right spelling and the most appropriate link to each word.
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Not interesting

Search
Engine

Fig. 2. Successful queries (right) and unsuccessful queries (left).

Class Concept Results Visited Significance Contribution Affected
exists displayed documents component

A yes yes DQ ∩ DWS low additional IS anchor text

B yes yes DQ \ DWS high new IS, anchor text,
add hotlinks links

C yes yes ∅ medium new content documents

C’ yes no — medium new IS anchor text,
documents

D no, but no — high new content anchor text,
it should documents

E no no — none — —

Table 1. Classes of queries and their contribution to the improvement of a website.

The classification is with memory (that is, an already classified query does
not need to be classified in a subsequent usage of the tool) and we can also use a
simple thesaurus that relates main keywords with its synonymous. In fact, with
time, the tool helps to build an ad-hoc thesaurus for each website.

3.3 Supplementary Tasks

Our Web mining model also performs mining of frequent query patterns, text clus-
tering and structure analysis to complete the information provided by different
query classes. We will present a brief overview of these tasks.

Frequent Query Patterns All of the user queries are analyzed to discover
frequent item sets (or frequent query patterns). Every keyword in a query is
considered as an item. The discovered patterns contribute general information
about the most frequent word sets used in queries. The patterns are then com-
pared to the number of results given in each case by the internal search engine, to
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indicate if they are answered in the website or not. If the most frequent patterns
don’t have answers in the website, then it is necessary to review these topics to
improve these contents more in depth.

Text Clustering Our mining model clusters the website’s documents according
to their text similarity (the number of clusters is a parameter to the model). This
is done to obtain a simple and global view of the distribution of content amongst
documents, viewed as connected components in clusters, and to compare this to
the website link organization. This feature is used to find documents with similar
text that don’t have links between them and that should be linked to improve the
structure in the website. This process generates a visual report, that allows the
webmaster of the website to evaluate the suggested improvements. At this point,
it is important to emphasize that we are not implying that all of the documents
with similar text should be linked, nor that this is the only criteria to associate
documents, but we consider this a useful tool to evaluate in a simple, yet helpful
way, the interconnectivity in websites (specially large ones).

The model additionally correlates the clustering results with the information
about query classification. This allows to learn which documents inside each
cluster belong to AD and BD sets and the frequency with which these events
occur. This supports the idea of adding new groups of documents (topics) of
interest to the top level distribution of contents of the website and possibly
focusing the website to the most visited clusters, and also gives information on
how documents are reached (only browsing or searching).

4 Evaluation

To validate our model we used our prototype on several websites that had an
internal search engine, the details of the prototype can be found in [25]. We
will present some results from one of those sites: a portal targeted at university
students and future applicants. This site has approximately 8,000 documents,
310,000 sessions, 130,000 external and 14,000 internal queries per month. Us-
ing our model reports were generated for four months, two months apart from
each other. The first two reports were used to evaluate the website without any
changes, and show very similar results amongst each other. For the following
reports, improvements suggested from the evaluation were incorporated to the
site’s content and structure. In this approach, the 20 most significant sugges-
tions from the particular areas of: “university admission test” and “new student
application”, were used. This was done to target an important area in the site
and measure the impact of the model’s suggestions.

The improvements were made mainly to the top pages of the site, and in-
cluded adding IS to link descriptions, adding new relevant links, suggestions ex-
tracted from frequent query patterns, class A and B queries. Other improvements
consisted of broadening the contents on certain topics using class C queries, and
adding new contents to the site using class D queries. For example the site
was improved to include more admission test examples, admission test scores
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and more detailed information on scholarships, because these where issues con-
stantly showing in class C and D queries. To illustrate our results we will show a
comparison between the second and third report (we will not show more detailed
results due to lack of space). Figures 3, 4, 5 show the changes in the website after
applying the suggestions. For figure 5 the queries studied are only the ones that
were used for improvements.
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Fig. 4. Clicked results.

In figure 3 we present the variation in the general statistics of the site. After
the improvements were made, an important increase in the amount traffic from
external search engines is observed (more than 20%), which contributes to an
increase in the average number of page views per session per day, and also in the



11

March May
��

���

���

���

���

���

���

	��


��

���

����

Internal query frequency

���������	


���������	


���������	


Month

F
re

qu
en

cy
 p

er
ce

nt

March May
0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

External query frequency

B frequency

A frequency

Month

F
re

qu
en

cy
 p

er
ce

nt

Fig. 5. Internal and External queries.

number of sessions per day. The increase in visits from external search engines
is due to the improvements in the contents and link descriptions in the website,
validated by the keywords used on external queries. After the improvements
were made to the site, we can appreciate a slight decrease in the number of
internal queries and clicked documents from those queries. This agrees with our
theory that contents are being found more easily in the website and that now less
documents are only accessible through the internal search engine. All of these
improvements continue to show in the next months of analysis.

Figure 4 shows the comparison between the number of documents (results)
clicked from each query class, this number is relative to the numbers of queries
in each class. External and internal AD documents present an important in-
crease, showing that more external queries are reaching documents in the web-
site, and that those documents now belong to documents that are being increas-
ingly reached by browsing also. On the other hand BD documents continue to
decrease in every report, validating the hypothesis that the suggested improve-
ments cause less documents to be only reached by searching. In figure 5 the
distribution of A, B and C queries can be appreciated for internal and external
queries. Internal queries (left) show a decrease in the proportion of A and B
queries an increase in queries class C. For internal queries (right) A queries have
increased and B queries have decreased, as external queries have become more
directed at AD documents.

5 Conclusions and Future Work

In this paper we presented the first website mining model that is focused on
query classification. The aim of this model is to find better IS, contents and link
structure for a website. Our tool discovers, in a very simple and straight forward
way, interesting information. For example, class D queries may represent relevant
missing topics, products or services in a website. Even if the classification phase
can be a drawback at the beginning, in our experience, on the long run it is almost
insignificant, as new frequent queries rarely appear. The analysis performed by
our model is done offline, and does not interfere with website personalization.
The negative impact is very low, as it does not make drastic improvements to the
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website. Another advantage is that our model can be applied to almost any type
of website, without significant previous requirements, and it can still generate
suggestions if there is no internal search engine in the website.

The evaluation of our model shows that the variation in the usage of the
website, after the incorporation of a sample of suggestions, is consistent with
the theory we have just presented. Even though these suggestions are a small
sample, they have made a significant increase in the traffic of the website, which
has become permanent in the next few reports. The most relevant results that
are concluded from the evaluation are: an important increase in traffic generated
from external search engines, a decrease in internal queries, also more documents
are reached by browsing and by external queries. Therefore the site has become
more findable in the Web and the targeted contents can be reached more easily
by users.

Future work involves the development and application of different query rank-
ing algorithms, improving the visualizations of the clustering analysis and ex-
tending our model to include the origin of internal queries (from which page the
query was issued). Also, adding information from the classification and/or a the-
saurus, as well as the anchor text of links, to improve the text clustering phase.
Furthermore, we would like to change the clustering algorithm to automatically
establish the appropriate number of clusters and do a deeper analysis of most
visited clusters. The text clustering phase could possibly be extended to include
stemming. Another feature our model will include is an incremental quantifica-
tion of the evolution of a website and the different query classes. Finally, more
evaluation is needed specially in the text clustering area.
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